Abstract

Imagine \( t \leq mn \) unit-square tiles in an \( m \times n \) rectangular box that you can tilt to cause all tiles to slide maximally in one of the four orthogonal directions. Given two tiles of interest, is there a tilt sequence that brings them to adjacent squares? We give a linear-time algorithm for this problem, motivated by 2048 endgames. We also bound the number of reachable configurations, and design instances where all \( t \) tiles permute according to a cyclic permutation every four tilts.

1 Introduction

2048 is a popular open-source video game by then-19-year-old Gabriele Cirulli [Cir14, Wik20] that took the world by storm in 2014. It was inspired by another game called 2048 by Saming, in which turn was inspired by a similar game called 1024!, which in turn was inspired by the genesis game Threes! by Vollmer, Wohlwend, and Hinson released just two months earlier, all of which inspired many other variants. See [LU18] for more on the history and descriptions of several game-variant rules. Cirulli’s 2048, Threes!, Fives, Det2048, and Fibonacci all feature the same kind of movement, also identical to the 2011 physical puzzle game Tilt [BDF+19, BLC+19, GBC+20]. unit-square tiles in a rectangular box with only four global tilt controls — sliding all tiles maximally in an orthogonal direction among \{N, E, S, W\}. Each tile has a label, and certain labeled tiles merge together (into a single newly labeled tile) when slid into each other; the goal is generally to produce a tile with a particular label. Each game also has a (possibly randomized) algorithm for introducing new tile(s) after each move. Most of these games (in their perfect-information form) are NP-hard [LU18, AAD16].

Our results. In this paper, we consider a variant where no tile merging can happen, no additional tiles are introduced (as in [AAD16]), and there are no fixed obstacles (as in most games above, but unlike Tilt and e.g. 1024!). This minimal variant, which we call 2048 without merging, intends to capture some core mathematical structure of the many game variants listed above.

In particular, we study the problem of whether two particular tiles can be made adjacent by a sequence of tilt operations, which is motivated by a subproblem arising near the end of a 2048 game, where the board has two 1024-labeled tiles and the player wants to make them adjacent so that another tilt merges them into a 2048-labeled tile. This problem was posed by Mike Paterson in 2018. We solve this problem in Section 3 by giving an \( O(t) \)-time algorithm to decide, given an initial \( m \times n \) board configuration of \( t \leq mn \) tiles and two marked tiles \( t_1 \) and \( t_2 \), whether there exists a tilt sequence that brings \( t_1 \) and \( t_2 \) to adjacent squares. In the positive case, our algorithm also outputs the minimum tilt sequence. This algorithm generalizes to decide in \( O(st) \) time whether any pair among \( s \) special tiles (1024s) can be made adjacent. In particular, this running time is \( O(t) \) for \( s = O(1) \) and always \( O(t^2) \).

We also consider the combinatorial structure of the motion of all tiles, which is roughly described by powers of a single permutation. In Section 4, we give a lower bound of \( 2^{Ω(\sqrt{t})} \) and an upper bound of \( 2^{Ω(\sqrt{t \log t})} \) on the number of different states that can be reached by a tilt sequence from an initial \( m \times n \) board configuration with \( t = O(mn) \) tiles. Section 5 shows that there exist initial \( m \times n \) board configurations with permutation cycles of length \( Ω(mn) \) and, for even \( m \) and \( n \), there is a configuration in which every tile is part of the same permutation cycle. In the latter configurations, each tile can reach any possible target square via a tilt sequence of length \( O(mn) \).

2 Definitions and Basics

We base our terminology on [BLC+19, GBC+20]. A board is a rectangular region of the 2D square lattice, whose \( 1 \times 1 \) cells we refer to as squares. We represent an \( m \times n \) board \( B \) by \( \{(x, y) \mid x \in \{0, 1, \ldots, m-1\}, y \in \{0, 1, \ldots, n-1\}\} \) where \((0,0)\) represents the bottom-left square. Let \( T \) be a set of \( t \) objects called (slidable)
tiles. A configuration is an injective function \( C : T \to B \). We call a square full if it is in the image of \( C \), and empty otherwise.

Tilt is an operation that takes a configuration \( C \) and a direction \( d \in \{N, E, S, W\} \) and returns a configuration \( C' \) as follows. A tilt is horizontal if \( d \in \{E, W\} \), or vertical if \( d \in \{N, S\} \). We describe a tilt for \( d = N \); the other cases are symmetric. For all rows \( j \) from top to bottom, and for all columns \( i \), if \((i, j)\) is full, then move the tile at \((i, j)\) (marking \((i, j)\) empty) to the topmost square \((i', j')\) in the \( i \)th column marked as empty, where \( j' \geq j \) (marking \((i, j')\) as full).

A tilt sequence is a sequence of tilts applied to a configuration represented by a sequence of directions \( D = (d_1, d_2, \ldots, d_k) \). Two tilt sequences are equivalent if they produce the same configuration. A row (column) is called monotone non-increasing if every full square is to the left of (below) every empty square in the row (column). Monotone non-decreasing is defined analogously. We call a configuration \( SW \)-canonical if every row and every column is monotone non-increasing. Alternatively, \( C \) is \( SW \)-canonical if a tilt with direction \( S \) or \( W \) would return \( C \). Symmetrically, we can define \( NE \)-, \( NW \)-, and \( SE \)-canonical configurations.

Lemma 1 After one horizontal and one vertical tilt, not necessarily in this order, we get a canonical configuration.

Proof. Without loss of generality, we apply the tilt sequence \((S,W)\). After the first tilt, every column is monotone non-increasing. Consequently, the number of full squares in a row is monotone (non-increasing) from bottom to top. Similarly, the second tilt makes every row monotone non-increasing. By definition, a horizontal tilt does not change the number of full squares in each row. The columns in the resulting configurations are also monotone non-increasing. The result is a \( SW \)-canonical configuration.

The following lemma will allow us to focus only on a clockwise or counterclockwise tilt sequence, i.e., a substring of \((N, E, S, W)^*\) or \((N, W, S, E)^*\) (where the Kleene Star notation \( A^* \) denotes sequence \( A \) repeated zero or more times).

Lemma 2 Every shortest tilt sequence between two configurations is either a clockwise or counterclockwise tilt sequence.

Proof. It is clear by definition that the tilt sequence \((S,S)\) is equivalent to \((S)\). Similarly, \((N,S)\) is equivalent to \(S\). Then the shortest tilt sequence between configurations either has length less than 2 or one of its two first tilts is horizontal and the other one is vertical. Without loss of generality, let \((S,W)\) be the prefix of such sequence. By Lemma 1 after these two initial tilts we get a \( SW \)-canonical configuration and hence the third tilt cannot be in the \( S \) or \( W \) direction. It cannot be \( E \), since \((S,E)\) is equivalent and shorter than \((S,W,E)\). Hence the sequence starts with \((S,W,N)\). We can then induct on the length of the sequence to show that all subsequent tilts must follow a clockwise order.

The following lemma allows us to describe the movement of the tiles using permutations.

Lemma 3 After every four tilts in a shortest sequence, the union of the filled squares form the same shape, but with permuted tile positions.

Proof. Suppose \( C \) is a \( SW \)-canonical configuration where the length of row \( i \) is \( a_i \) and the length of column \( j \) is \( b_j \). Since every row and column in \( C \) is monotone non-increasing, \( a_0 \geq \cdots \geq a_{m-1} \), and we find that \( b_j = |\{i \mid a_i \geq j\}| \). After a horizontal tilt in direction \( E \) to reach configuration \( C' \), all the row lengths remain as before and are monotone non-increasing. Since \( C' \) is a \( SE \)-canonical configuration the column lengths are non-decreasing and \( b_{n-1-j} = |\{i \mid a_i \geq j\}| \), as before but counting from the right. So the sequence of column lengths is now reversed, i.e., \( b_{n-1}, \ldots, b_0 \). From \( C' \) a vertical tilt in direction \( N \) would reverse the row length order, and so on, and a complete cycle of four tilts will return row and column lengths to their original sequences.

Let \( g \) be the permutation referred by Lemma 1. Our techniques will be based on the cyclic subgroup generated by \( g \) and its cycle decomposition. For example, if the initial configuration is given by a lower-triangular matrix in a square board where exactly the squares on and below the main diagonal are full, the permutation \( g \) will induce cycles of length 3.

If \( C \) is a cycle in the permutation generated by \( g \), and \( s_1, s_2 \in C \), then the cycle index \( \text{ind}(s_1, s_2) \) is the smallest nonnegative integer \( i \) such that \( g^i(s_1) = s_2 \), that is, \( i \) successive application of \( g \) carries \( s_1 \) to \( s_2 \). We say that two cycles are adjacent if there exists a pair of adjacent squares with one square in each cycle.

3 Algorithm

In this section we give an algorithm that decides the following problem. Given an initial configuration \( C_0 \) on an \( m \times n \) board, and two tiles \( t_1, t_2 \in T \), can a tilt sequence produce a configuration \( C_k \) in which \( t_1 \) and \( t_2 \) are in adjacent squares? If yes, output a shortest such sequence. We denote by \( C_i \) the configuration obtained after the \( i \)th tilt.

1. Guess the first two tilt directions from \( \{(S,W), (S,E), (N,W), (N,E), (E,N), (E,S), (W,N), (W,S)\} \), checking whether \( t_1 \) and \( t_2 \) are adjacent
obtaining the cycles of $g$ from such vertices. Here we use that a tilt operation can produce only canonical configurations. Hence, the algorithm is correct.

Proof. The correctness of our algorithm follows directly from Lemmas 1, 3. After the first two configurations, a clockwise or counterclockwise tilt sequence produces only canonical configurations. In Step 1 the algorithm tries all possible starting tilts and both rotation directions. Step 2 considers all possible types of canonical configurations. Steps 3, 4 considers all possible relative positions of $t_1$ and $t_2$ given a rotation direction of the tilt sequence and a type of canonical configuration. Hence, the algorithm is correct.

Most of the algorithm runs in $O(|T|)$ time. Steps 1, 2 add a $8 \cdot 4 = 32$ multiplicative factor to the runtime. Steps 3, 4 can be executed in $O(|T|)$ time by simulating four tilts to obtain a directed graph representing $g$, and obtaining the cycles of $g$ containing $t_1$ and $t_2$ via a DFS from such vertices. Here we use that a tilt operation can be simulated in $O(|T|)$ time using counting sort on the coordinates; for instance, a horizontal tilt determines the $x$ order of tiles in each row, then moves the tiles to one extreme of the board without changing such order.

In Step 3 we need more care. A na"ive implementation iterates through all $lcm(|C_1|, |C_2|) = O(|T|^2)$ different possible positions of $t_1$ and $t_2$ since both $|C_1|$ and $|C_2|$ are $O(|T|)$. The resulting running time is $O(|T|^3)$.

We can reduce the runtime of Step 3 to $O(|T|)$ as follows. For all $|C_1| \leq |T|$ possible positions of $t_1$, we can try all possible adjacent squares (up to four), checking whether a tilt sequence can bring tiles $t_1$ and $t_2$ simultaneously to those squares, as follows. Suppose the desired positions are indeed in $C_1$ and $C_2$ respectively, say the $p$th and $q$th positions of $C_1$ and $C_2$ respectively, counting from the initial positions of $t_1$ and $t_2$ with zero indexing. By Bézout’s Identity [1158], the set of all integer linear combinations $i|C_1| + j|C_2|$ is exactly the set of integer multiples of $d = \gcd(|C_1|, |C_2|)$. Thus the desired tiles can meet at the specified position exactly if $p \equiv q \pmod{d}$. We can then find the actual number of tilts by using the Chinese Remainder Theorem. Since we only need to compute $d$ once, spending $O(|T|)$ time, and we can test each of the $4|C_1|$ meeting positions in constant time, the total runtime is $O(|T|)$. □

Generalization to $|S|$ special tiles. We can generalize Theorem 4 to the case of a subset $S \subseteq T$ of special tiles, where $2 \leq |S| \leq |T|$. Specifically, we consider the following problem. Given an initial configuration $C_0$ on an $m \times n$ board, and a subset $S \subseteq T$ of $|S|$ special tiles, can a tilt sequence produce a configuration $C_k$ in which two special tiles are in adjacent squares? If yes, output a shortest such sequence. We modify our previous algorithm, designed for the case $|S| = 2$, by replacing Step 5 with the following:

5*. For each pair $\{s_1, s_2\}$ of adjacent squares that belong respectively to special cycles $C_i$ and $C_j$ of $g$ (that is, cycles containing at least one special tile in $S$), check whether any of the special tiles in $C_i$ or $C_j$
and $C_j$ can simultaneously move to $s_1$ and $s_2$ by successively applying $g$, as follows:

- Let $d = \gcd(|C_i|, |C_j|)$.
- For each $t \in C_i \cap S$, compute the cycle index $\text{ind}(t, s_1)$ (as defined in Section 2), and let $I_1 = \{\text{ind}(t, s_1) \mod d \mid t \in C_i \cap S\}$.
- Similarly, compute $I_2 = \{\text{ind}(t, s_2) \mod d \mid t \in C_j \cap S\}$.
- Check whether $I_1 \cap I_2 = \emptyset$.

**Theorem 5** Given an initial configuration of $|T|$ tiles on an $m \times n$ board and a set $S \subseteq T$ of special tiles, a shortest tilt sequence required to make two special tiles adjacent can be computed in $O(|S| \cdot |T|)$ time.

**Proof.** For the correctness of the algorithm, assume that there exist two special tiles $t_1 \in C_i \cap S$, $t_2 \in C_j \cap S$ and an integer $h \geq 0$ such that $g^h(t_1) = s_1$ and $g^h(t_2) = s_2$, where $s_1$ and $s_2$ are adjacent squares in a canonical configuration $C'$. Then $h \equiv \text{ind}(t_1, s_1) \mod |C_i|$ and $h \equiv \text{ind}(t_2, s_2) \mod |C_j|$. By Bézout’s Identity, $\text{ind}(t_1, s_1) \equiv \text{ind}(t_2, s_2) \mod d$, where $d = \gcd(|C_i|, |C_j|)$.

Conversely, if $\text{ind}(t_1, s_1) \equiv \text{ind}(t_2, s_2) \mod d$, then there exits an integer $h \geq 0$ such that $h \equiv \text{ind}(t_1, s_1) \mod |C_i|$ and $h \equiv \text{ind}(t_2, s_2) \mod |C_j|$.

As noted above, Steps 1-4 of the algorithm run in $O(|T|)$ time. In Step 5, we can memoize the gcd of the lengths of all pairs of adjacent special cycles. For each such pair $\{C_i, C_j\}$, the Euclidean algorithm computes $\gcd(|C_i|, |C_j|)$ in $O(\log(|C_i| + |C_j|)) = O(\log |T|)$ time. There are at most $|S|$ special cycles, and hence $O(|S|^2)$ pairs of special cycles. Furthermore, every pair of adjacent cycles contain a pair of adjacent squares, and since each square has at most four neighbors, there are $O(|T|)$ adjacent pairs of squares. Therefore, the gdc can be computed in $O(\min\{|S|^2, |T|\} \log |T|)$ time. This time bound is always $O(|S| \cdot |T|)$; if $|S|^2 \leq |T|$, then we have $O(|S|^2 \log |T|) = O(|S| \cdot |S| \log |T|) = O(|S| \sqrt{|T|} \log |T|) = O(|S| \cdot |T|)$; and if $|T| \leq |S|^2$, then we have $O(|T| \log |T|) = O(|T| \sqrt{|T|}) = O(|T| \cdot |S|)$.

Step 5 iterates through all $O(|T|)$ pairs $(s_1, s_2)$ of adjacent squares. Suppose that $s_1 \in C_i$ and $s_2 \in C_j$ where $C_i$ and $C_j$ are special cycles. Given the precomputed indices of $g$, the index sets $I_1$ and $I_2$ can be computed in $O(|C_i \cap S| + |C_j \cap S|) = O(|S|)$ time. Checking whether $I_1 \cap I_2 = \emptyset$ via hashing takes $O(|I_1| + |I_2|) = O(|S|)$ time. For each index in $I_1 \cap I_2$, we can then find the actual number of tilts using the Chinese Remainder Theorem, in overall $O(|I_1| \cap I_2|) = O(|S|)$ time. After memoizing the gcd of adjacent special cycles, Step 5 of the algorithm thus runs in $O(|S| \cdot |T|)$ time. □

4 Bounds on Reachable Configurations

**Lower bound.** For even $n$, consider the configuration

$$C_n = \begin{bmatrix} F & L \\ F & F \end{bmatrix}$$

on an $n \times n$ board where $F$ is a full $n/2 \times n/2$ square, and $L$ is a $n/2 \times n/2$ matrix where exactly the squares below the main diagonal are full (see Figure 1). Let the outer ring be the set of extremal tiles in $N, E, S, or W$ direction, and define inner rings recursively. The outer ring contains $T(n/2 - 1) + 3$ tiles, while each successive inner ring contains 7 fewer tiles. So $C_n$ comprises $n/2$ rings, with $7k + 3$ tiles in ring $k$ for $k \in \{0, \ldots, n/2 - 1\}$, where the innermost ring 0 is an L-shaped tromino.

**Lemma 6** Each ring in $C_n$ is self-contained (does not mix with adjacent rings), and the cyclic order of elements around the ring does not change after applying $g$.

**Proof.** By symmetry, it suffices to show that each ring in $C_n'$, the NW-canonical configuration obtained after a $N$ tilt from $C_n$, is exactly a ring in $C_n$, and that the cyclic order of tiles does not change. The outermost ring is composed of the first and last columns, and the extremal tiles in each remaining column. After the tilt, all such tiles remain extremal and their order along the convex hull remains the same. No other tiles become extremal because the number of tiles in adjacent columns differ by at most one. Hence, the outermost ring remains the same. If we look at the remaining tiles after removing the outermost ring, they form a configuration $C_{n-2}$ in the $(n - 2) \times (n - 2)$ board obtained after removing the extremal rows and columns. The configuration $C_{n-2}'$ obtained after a $N$ tilt from $C_{n-2}$ can be obtained in the same way from $C_n'$. Hence, the second outermost ring also remains the same in $C_n$ and $C_{n-2}$. By induction, all rings remain the same. □

**Theorem 7** The number of different configurations reachable from $C_n$ is $e^{O(n)} = e^{O(\sqrt{n})}$ where $t$ is the number of tiles in $C_n$.

**Proof.** We first show that, after applying $g$, the elements in ring $k$ (with width $2k$) shift by $k$ positions counterclockwise along its ring. By Lemma 6, it suffices to show that the top-left tile $x$ moves down by $k$. As shown in Figure 1, $x$ does not move after the $N$ and $E$ tilts, moves down by $k$ after the $S$ tilt, and again does not move after the $W$ tilt.

We prove the claimed bound by focusing on a subset of rings and bounding the number of different states of the tiles in the selected rings that are obtained by successively applying $g$. We can restrict to rings with prime lengths of the form $7k + 3$. In such cases, the ring induces a single cycle in $g$ because the length of the ring and the
amount that each element shifts around the ring after $g$
are coprimes and each element will eventually visit every
position in the ring. Using a variant of the prime num-
ter theorem for arithmetic progressions [Dab89] [Tao09],
$$\sum_{p \leq x \atop p \equiv a \mod q} \log p \approx \frac{x}{\varphi(q)}(1 + o(1))$$
if $(a, q) = 1$, where $\varphi$ is Euler’s totient function. In
particular, the product of primes $p \leq n/2$, $p \equiv 3 \pmod{7}$, is $e^{\Theta(n)} = e^{\Theta(\sqrt{n})}$.

**Upper bound.** Starting from a SW-canonical configura-
tion containing $t$ tiles in an $m \times n$ board, the number of
reachable configurations equals the least common mul-
tiple of the cycle lengths. Every cycle has length at most $t$
(the number of tiles), hence the lcm of the cycle lengths
is bounded above by $\text{lcm}(1, 2, \ldots, t) = e^{\Theta(t)}$.

We can improve upon this bound by realizing that the
sum of the cycle lengths must be $t$. The maximal
least common multiple of a partition of $t$ into positive
integers is known as Landau’s function [Nic13], and it is
asymptotically $e^{\Theta(\sqrt{t} \log t)}$.

5 Long Cycles

In this section we provide a construction for an initial
$m \times n$ board configuration $C_{mn}$ with $\Theta(mn)$ tiles with
a single permutation cycle. We can assume that $m$ and
$n$ are even, or else we construct the instance of size
$(2\lceil m/2 \rceil) \times (2\lceil n/2 \rceil)$ and add an empty row and/or column. Refer to Figure 2. We leave empty the last $n/2 + 1$
$(n/2)$ squares in the top (second to top) row of $C_{mn}$.

The remaining squares are filled with tiles.

We now show that the permutation $g$ induced by the
tilt sequence $(N, E, S, W)$ has a single cycle. We first
describe $g$ by giving a successor function based on the
coordinates of a given square, then we describe an algo-

\[
\begin{align*}
\Delta(x, y) = & \begin{cases} 
(0, -2) & \text{if } p(x, y) = L_1 \\
(0, -1) & \text{if } p(x, y) = L_2 \\
((m/2) + 1, 0) & \text{if } p(x, y) = L_3 \\
(m/2, 0) & \text{if } p(x, y) = L_4 \\
(m/2, -1) & \text{if } p(x, y) = L_5 \\
(m/2, 1) & \text{if } p(x, y) = L_6 \\
(0, 2) & \text{if } p(x, y) = R_1 \\
(0, 1) & \text{if } p(x, y) = R_2 \\
(-m/2, 2) & \text{if } p(x, y) = R_3 \\
(-(m/2) + 1, 2) & \text{if } p(x, y) = R_4 \\
(-m/2, 1) & \text{if } p(x, y) = R_5
\end{cases}
\end{align*}
\]

of tiles. Let $s(x, y)$ be such a successor function where
$s(x, y)$ is the coordinates of the square after the square
$(x, y)$ in $g$. Let $\Delta(x, y) = s(x, y) - (x, y)$ be the vector
from $(x, y)$ to its successor. Refer to Figure 2. We par-

\[
\begin{align*}
\sum_{p \leq x \atop p \equiv a \mod q} \log p & \approx \frac{x}{\varphi(q)}(1 + o(1))
\end{align*}
\]
It suffices to show that the algorithm above correctly outputs a cycle in order, and that it outputs all \(mn - m - 1\) full squares of \(C_{mn}\). We now focus on the former. Step 1 outputs all squares in \(R_2\) and \(R_5\) from bottom to top. This matches the successor function for \(R_2\). The successor of the square in \(R_5\) is \((0, n - 2)\) which is the first position output by Step 2. Step 2(a) outputs squares in \(L_1\) and a square in \(L_3\) at the end of the loop, according to the successor function in \(L_1\), i.e., two units below the previous one. The first square output by each execution of Step 2(b) is the successor of the square in \(L_3\) output by Step 2(a), i.e., \(m/2 + 1\) units to the right. Step 2(b) outputs squares in \(R_1\) and a square in \(R_3\) at the end of the loop, according to the successor function in \(R_1\), i.e., two units above the previous one. The next output square is by either another execution of Step 2(a) or by Step 3 both obey the successor function of \(R_3\), \(\Delta(x, y) = (-m/2, 2)\). Step 3 outputs squares in \(L_2\) from top to bottom and then outputs the square in \(L_6\), obeying the successor function in \(L_2\). The next square is \((m - 1, 1)\) in \(R_1\) satisfying the successor function in \(L_6\). Step 4(a) outputs squares in \(R_1\) and a square in \(R_4\) at the end of the loop, according to the successor function in \(R_3\), i.e., two units above the previous one. The first square output by each execution of Step 4(b) is the successor of the square in \(R_4\) output by Step 4(a), i.e., \(\Delta(x, y) = (-m/2 - 1, 2)\). Step 4(b) outputs squares in \(L_1\) and a square in \(L_4\) at the end of the loop or, in the last execution of the loop, it outputs the square in \(L_5\). The order is the same as specified in \(L_1\).

The number of outputs of the algorithm is:

\[
(n - 2) + (m/2 - 1)(n/2 + n/2 - 1) + (n - 1) + (m/2 - 1)(n/2 - 1 + n/2) = mn - m - 1,
\]

which is equal to \(t\), as desired.

\[\square\]

### 6 Open Problems

A few interesting problems in this space remain open:

1. Close the gap between \(2^{\Omega(\sqrt{t})}\) and \(2^{\Omega(\sqrt{\log t})}\) for the number of reachable configurations in 2048 without merging.

2. Are there examples where all \(t\) tiles permute in a single cycle, for even \(t\)? (Our construction works only for odd \(t\).)

3. Can Theorem 5 be improved, that is, is it possible to decide in \(o(st)\) time whether any pair of \(s\) special tiles among \(t\) total tiles in a given configuration can be made adjacent?

4. What happens in higher dimensions, such as 3D, where Lemma 2 no longer holds? (This question was posed by Martin Demaine in 2018.)
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